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Web intelligence classification challenge

• Challenge was announced by European statistics awards

• Each team could submit 10 submissions which contain 
classification of online job advertisements occupations

• Predicted classes were evaluated by Lowest Common Ancestor 
metric

• Competitors must provide fully documented scripts in R or 
Python

• Approaches were evaluated not only for accuracy but also 
reusability, so they should be scalable and open



The International Standard Classification of 
Occupations

• Four-level classification of occupation groups managed by the 
International Labour Organisation

• There are 436 occupation classes
• Despite of some of the classes are strongly semantically related, they occur in 

different ISCO tree branches
• Accountants

• Professionals

• Accounting and bookkeeping clerks
• Clerical support workers

• LCA metric heavily penalizes such mistakes



Dataset

• The competition dataset contains 26,000 multilingual online job 
advertisements

• They were retrieved from around 400 websites active in the European 
Union

• These advertisements were scrapped from the web, so they contain 
many irrelevant data
• GDPR clause

• HTML tags

• Job benefits

• Company policies



DUTY CLASSIFIER

DATA PREPROCESSING STEP TO CLEAN JOB ADVERTISEMENTS



Job offer example
• Advertisement contains many sections

• Not all of them are relevant in case of classification
• Employer overview is misleading

• The key part of job offer are requirements but the text which 
describes them is often shorter compared to other details

1. Employer 
overview

2. 
Requirement
s 3. 

Benefits

4. Equal employment
opportunity statement



Filtering non-meaningful informations
• We have trained a model to classify sentence whether it contains text 

regarding job requirements or not

• How to split offer without dots?
• Solution: high-quality collection of words to separate sentences

• Not best split points: SQL, Python, Data Science

• Risk of merging informations from multiple sections



Filtering example
• Sentences from requirements section are classified with high 

confidence as important

• Verification step not to remove too much information

• Precisely filtered out employer overview and equal employment 
opportunity statement



SYNTHETIC TRAINING 
SET

FROM DATA CLEANING TO ASSIGMENT OF LABEL FOR EACH OFFER



Training set for ISCO classification

• New model and training examples are needed
• Competition dataset (lack of labels & ambiguous informations)

• Ready to use dataset - European Skills, Competences, Qualifications
and Occupations dataset was used to create training examples
• Content of ESCO

• Doesn’t contains any details that are irrelevant for classification



CLASSIFIER RESULTS

ISCO CODE CLASSIFIER



Software engineer example



Sales representative example



Hotel receptionist example



Model fine-tuning

• We fine-tuned a lightweight LLM (400m parameters) for classification 
task

• The model was trained on clean data instead of real data with biases
• Model classifies job offer into one of 436 classes

• Best results (competiton): 0.58 LCA score

• Human benchmark we developed (non-expert): 0.58 LCA score

• Our lightweight model’s result: 0.52 LCA score
• Top-5 accuracy instead of LCA: 0.8 accuracy score
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